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	Project Description: 

Graph analytics are used in a variety of fields of science and industry to analyse and extract information from unstructured, linked data. Graph analytics workloads are characterised by large data sets with an irregular memory access pattern. This provides a challenging workload for modern processors, which are optimised for workloads that access memory using regular, typically sequential, patterns. The challenge is sufficiently important to have prompted the design of new processors that are specifically tuned for graph analytics, e.g., [1].

Processors are designed primarily using simulation to obtain accurate estimates of performance, energy consumption and implementation cost. Processor simulation is extremely time consuming. Typical simulation times are around 100,000 times slower than real execution. In order to manage such a delay, computer architects use sampling to reduce the amount of simulation required. Using sampling, only a small fraction of the execution of a program is simulated. Samples are chosen such that they are representative for the whole program execution [2]. An important milestone in processor simulation is SimPoint, a tool and technique to determine representative samples based on the most frequently executed code [3]. The hidden assumption behind SimPoint is that code, not data, determines the behaviour of a workload. This is mostly correct for conventional CPU-oriented workloads [2].
The goal of this work is to challenge the applicability of methodologies such as SimPoint to graph analytics workloads in particular, and data-dependent workloads in general. Graph analytics workloads have very short codes, typically 5-10 lines of C code, that is repeatedly executed over billions of edges. We know from experience that the topology of the graph, among others the degree of the processed vertices, has an important impact on execution time [4]. Nonetheless, the executed code is always the same. This work is the first that analyses the simulation methodology for graph analytics and aims to propose an improved methodology.
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	Objectives:

· To analyse the time-varying and data-dependent behaviour of graph analytics workloads
· To analyse the effectiveness and representativeness of sampling methodologies such as SimPoint

· To develop new sampling methodologies that take into account data dependent behaviour of workloads


	Academic Requirements:

The scheme is open to all EEECS Undergraduates (apart from students on the BIT degree pathway and students who are due to graduate this summer)


	GENERAL INFORMATION
Each internship will last between 6-8 weeks and will pay a weekly stipend of £300. 
Accommodation and travel costs are not provided under this scheme.
Start date: June-August
Duration (maximum 8 weeks – preferably from May to end of July): 6-8 weeks
Location: Computer Science Building
Further information available at: http://www.qub.ac.uk/schools/eeecs/Research/ 
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Supervisor Name: Hans Vandierendonck
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Computer Science Building

16A Malong Road
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Deadline for submission of applications is Friday, 13th March 2020



